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Abstract

We present a method to maintain a mesh approximating a
deforming surface, which is specified by a dense set of sam-
ple points. We identify a reasonable motion model for which
a provably good surface mesh can be maintained. Our algo-
rithm determines the appropriate times at which the mesh
is updated to maintain a good approximation. The updates
use simple primitives, and no costly computation such as
line-surface intersection is necessary. Point insertions and
deletions are allowed at the updates. Each update takes time
linear in the size of the current sample set plus the new sam-
ple points inserted. We also construct examples for which,
under the same model, no other algorithm makes asymptot-
ically fewer changes to the mesh than our algorithm.

1 Introduction.

Digital simulations of deforming bodies often require
a surface mesh to be maintained as time progresses.
A major concern is the maintenance of a non-self-
intersecting mesh that reflects the geometry of the de-
forming surface. In this paper we study the problem of
maintaining a surface mesh to approximate an unknown
deforming surface. We are given a set of dense sample
points (e-sample) on the deforming surface, a subset of
which constitutes the vertex set of the mesh.

We do not deal with the generation of sample points
to maintain appropriate density because it may be
obtained by different mechanisms in different situations.
For example, Pandya, Gao and Hwang [14] imaged a
moving bioprosthetic heart valve’s leaflet to determine
sample points by stereoscopy. Successive images were
used to sample the deforming leaflet. Glimm et al. [12]
described a numerical method in which the sample
points are obtained by intersecting the moving surface
with the edges of a background uniform grid. We leave
the generation of the sample set as a separate issue, and
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focus on the problem of maintaining a deforming mesh
given a set of dense sample points.

We assume that the surface does not change topol-
ogy. However, both the geometry and the sampling den-
sity may change. The mesh is continually deformed as
its vertices move. The problem is to stop the simulation
at appropriate times and update the mesh, in order to
maintain the mesh quality. A mesh is good if its ap-
proximation error is small — pointwise in terms of the
Hausdorff distance from the surface, and normalwise in
terms of the deviations between normals of triangles and
surface normals nearby.

The related problems of meshing and reconstruct-
ing a surface in the static case has been actively stud-
ied [2, 6, 9, 10, 11]. The maintenance of geometric con-
figurations under motion has been extensively studied
within the realm of kinetic data structures [1, 5, 13].
There is no previous work on maintaining a deforming
surface mesh with theoretical guarantees when the sur-
face is unknown. One approach is to reconstruct the
surface from the set P of sample points at each update.
One may use one of the several provable surface recon-
struction algorithms available [2, 10, 11]. Most of these
algorithms run in time O(|P|?) since they compute the
3D Delaunay triangulation of P [2, 10], or uses sophis-
ticated tools to achieve a bound of O(|P|log|P|) [11].
Naturally, one would like to avoid rebuilding the mesh
at each update and, instead, use the spatial coherence to
(i) design a simpler and faster mesh update algorithm,
and (ii) determine the update times.

Our main result is that, under some mild assump-
tions on the motion and sampling, we can update the
mesh in O(|P|) time, making O(A/(7)?) changes to the
mesh, where A is the surface area, 7y is the reach, and &
is the sampling factor (i.e., € is the smallest value such
that P is an e-sample). We only require P to be an
e-sample and P can be arbitrarily dense in some local
regions. We guarantee a small approximation error and
a bounded radius-edge ratio (ratio of the circumradius
to the smallest edge length of the triangles) at all times.
Our update algorithm uses relatively simple primitives
such as edge flips in a triangulation and constructing the
2D constrained Delaunay triangulation of O(1) points.
It builds upon our recent edge flip result [§8]. During the
update, we can insert new sample points and delete ex-



isting sample points requested by the user. At the end
of the update, our algorithm computes the time for the
next update. We show that the approximation error
remains small until the next update. In Section 6 we
construct examples for which, under the same model,
no other algorithm makes asymptotically fewer changes
to the mesh in the entire simulation.

2 Preliminaries.

2.1 Background. Let ¥ C R? be a smooth compact
surface without boundary. The medial azis is the set of
centers of all maximally empty balls. The reach v of &
is the infimum of the distances of the points in ¥ to its
medial axis. For any € > 0, a discrete set P C ¥ is an
e-sample of ¥ if for any point x € X, there exists p € P
such that ||p — z|| < ey. We call P a tight e-sample of
> if P is an e-sample and the distance between some
point x € ¥ and its nearest sample point is ey. For a
tight e-sample, we call € its sampling factor. We call
P an (e, ag)-sample for some « < 1 if P is an e-sample
and the distance between any two points in P is at least
aey. We use n, to denote a unit normal of ¥ at a point
x € X. For a triangle pgr with vertices on ¥, we use
n,q, to denote its normal. For any two vectors, line
segments or lines d; and ds, Zd;,ds denote the acute
angle between the support lines of d; and dy. Two
triangles sharing an edge e subtend two angles 6; and 62
around the edge with 61 4+ 62 = 27. We call min(6;, 62)
the edge-angle at e. We need several geometric results
from previous work.

LEMMA 2.1. ([3, 7]) For any two points x,y € ¥ such
that ||z — y|| < ey for some e < &, /n,,ny < 1= and

1>
Zng, (y — ) = arccos(5).

LEMMA 2.2. ([10]) Let pgr be a triangle with vertices
on X and circumradius at most evy. Assume that p
subtends a mazimal angle in pgr. Then Znpe,mn, <
arcsine + arcsin(% sin(2 arcsine)).

COROLLARY 2.1. Let 7 be a triangle with vertices on ¥
and circumradius at most ey. For any vertex p of T,
Zn;,n, < Te for sufficiently small ¢.

2.2 Motion model. We assume that a compact,
smooth closed surface deforms within a fixed time
interval [0, ], carrying with it a dense set of sample
points. Any simulation must progress at discrete steps,
so we assume a time unit of 1 and any update of the
mesh can only be performed at integral times within
[0, I]. A mesh maintenance algorithm needs to select a
subset of integral times within [0, I], called time steps, at
which the updates are performed. The motion is frozen
during the update at a time step and resumed at the

end of the update. The updates should keep the mesh
a good approximation at all times within [0, I].

For any ¢t € [0, 1], we have the following notation:
Y (t) = deforming surface, P(t) = the set of sample
points on 3(t), Tri(t) = surface mesh, Vert(t) = vertex
set of Tri(t), v(t) = reach of X(t), e(t) = sampling factor
of P(t). We require Vert(t) C P(t). Sometimes we abuse
the notation Tri(t) to denote its underlying space as well.

The input sample P(0) is required to be an e-sample
for sufficiently small e. Notice that €(0) < € as P(0) is
a tight €(0)-sample by definition.

When the mesh is updated at a time step, the
user is allowed to insert new sample points and delete
existing sample points. It is a limitation that insertions
and deletions cannot be be allowed at all times. If
we run our mesh update algorithm whenever insertions
and deletions occur, we can still maintain the surface
mesh and its quality. However, we cannot show that
our algorithm makes asymptotically the fewest changes
to the mesh in this case. We discuss in Section 7
that if certain extra conditions are met, insertions and
deletions can be allowed at all times.

Due to insertions and deletions, the set of sample
points may change at a time step and so may the
sampling factor. Thus, for a time step ¢, we distinguish
between its beginning f and its end #. P(f), (%),
and Tri(f) may be different from P(#), (), and Tri(%),
respectively. The surface and its reach do not change
from  to £, so they are still denoted by X(¢) and ~(t).

At a time step t, P(f) may be changed by the
insertions and deletions of sample points. Take the
union of P(f) and the sample points to be inserted at t.
We use ¢; to denote the sampling factor of this combined
point set. Notice that the sample points to be deleted
at ¢ are ignored in defining ;.

We make several assumptions about the motion and
sampling. First, we assume that we know X(0), but
not X(t) for any ¢t > 0. (In fact, we do not even need
to know X(0), but this simplifies our exposition.) We
do not know the deformation of the surface. We only
have access to the coordinates of the sample points at
the current time. Second, for any ¢t € [0,1], (t) is
sufficiently small and e; is greater than a fixed positive
constant. We do not need to know e(t) or ;. Third,
we are given an upper bound A on the displacement of
any point on the surface within a time unit. We assume
that A < mingejo ) 4e(t)y(t)/(5x), where k > 468 is a
constant fixed in advance.

It is sometimes necessary for Vert(t) to be an e-
sample for some £ < 1 so that Tri(¢) is a good approx-
imation of 3(t); for example, when X(t) is a sphere. If
A > e7y(t) for some ¢, one can construct an example in
which a mesh triangle is inverted within a time unit.



on A.

This requires an upper bound of mincpo, 1 £7(%)
% of the

Our bound on A is within a constant factor
best possible in the worst case.

We say that the approzrimation error at t is small
if the Hausdorff distance between Tri(t) and X(¢) is
O(e(t)7(t)), the normal of any triangle in Tri(t) makes
an angle O(e(t)) with surface normals nearby, and the
edge-angles in Tri(t) are at least m — O(e(t)).

2.3 Overview of our strategy. We first select a
(2¢(0),e(0))-sample Vert(0) from P(0). In general, at
any t > 0, the sample points not used as mesh vertices
(i.e., P(t) \ Vert(t)) are stored in the dormant lists of
some vertices. For a vertex v, dormant(v) denotes its
dormant list. (The points in dormant lists are still
sample points on the surface and they also move with
the surface. The sampling factor still refers to the
sampling factor of P(t).) We set Tri(0) to be either the
restricted Delaunay triangulation of Vert(0) if ¥(0) is
known, or we can also run any provable reconstruction
algorithm [10] on Vert(0) to construct Tri(0).

We keep some sample points in dormant lists so that
the mesh vertices form a sparse sampling of the surface.
This is necessary so that, at the next time step, we can
repair the mesh using edge flips and perform insertions
and deletions efficiently.

The next time step to is computed at the end of the
current time step ¢;. For any ¢ € [0,I], let R(t) denote
the maximum circumradius in Tri(¢). We compute

ty = t1 + [R(f1)/(kN)].

That is, we will repair the mesh and perform the next
batch of insertions and deletions specified by user at
ty. For A < mingepo 1) 4e(t)y(t)/(5x), we show that the
circumradii do not increase too much before t5. This
allows us to employ our recent edge flip result [8] at
to to bring the circumradii below some threshold. If a
new sample point p to be inserted is close to a vertex
v, we simply insert p into dormant(v). If p is far from
all vertices, we split the triangle abc nearest to p and
perform O(1) edge flips to keep the circumradii small.
The deletion of a vertex v is handled by projecting
the link of v onto an appropriate plane, computing
the constrained Delaunay triangulation of the projected
link, and map the 2D triangulation to a triangulation
of the link in 3D. Afterwards, O(1) edge flips are
performed to keep the circumradii small.

Theorems 2.1 and 2.2 summarize our main results.

THEOREM 2.1. Assume that our motion model holds.
For any time step t > 0, our update algorithm takes
time linear in |P(f)| plus the mumber of new sample
points inserted at t, and makes O(area(X(t))/(e4y(t))?)

changes to the mesh. At any time t' from t to the next
time step, Vert(t') is a (62(t'), t(t'))-sample and Tri(t')
is a valid mesh with mazximum circumradius at most
Te(t")y(t") and the approzimation error at t' is small.

THEOREM 2.2. Assume that our motion model holds.
There exists examples such that no algorithm can make
asymptotically fewer changes to the mesh than our
algorithm, while keeping the approxrimation error small
at any t € [0,I].

3 MESHUPDATE.

Let ¢t > 0 be a time step. We run a procedure
MESHUPDATE at t to restore the mesh quality.

MESHUPDATE
1. Call REFINEVERT.
2. Call INSERTION.

3. Call DELETION.

REFINEVERT improves the mesh quality. INSER-
TION and DELETION handle the insertions and deletions
requested by the user, respectively.

The goal of MESHUPDATE is to guarantee the
following global invariants at t:

(i) Vert(t) is an (3e(f), Le(f))-sample.
R(t) < 3e(t)y(t) and for any u,v € Vert(t), |ju —
v|| = R(t)/3.

The dormant lists are disjoint. For any v € Vert({)
and for any p € dormant(v), ||p — v|| < 5R(%)/4.

The function that maps a point in Tri(£) to its
nearest point in X(¢) is a homeomorphism.

In this section we show that the mesh quality
does mnot deteriorate too much from ¢ to the next
time step, provided that the global invariants hold at
t. Based on this, we will show in Section 5 that
REFINEVERT, INSERTION, and DELETION can restore
the global invariants at the end of the next time step.
Theorem 2.1 then follows inductively.

3.1 Initialization. We need to initialize at time 0
so that the global invariants hold. Notice that £(0) =
£(0) = £(0) as no point is inserted or deleted at time 0.

Assuming that X(0) is given, one can compute
£(0)v(0) exactly from the restricted Delaunay triangula-
tion. If ¥(0) is not given, one may reconstruct a surface
from P(0), say with the Cocone algorithm [10], and then
estimate €(0)y(0) within a small constant factor using
the maximum circumradius of the triangles. To simplify



the calculations, we assume that €(0)y(0) is computed
exactly from P(0). After computing £(0)v(0), we ini-
tialize the vertex set to contain an arbitrary point in
P(0). Then, we repeatedly insert the point in P(0)
whose distance from the current vertex set is largest.
We stop growing the vertex set when this distance drops
below £(0)y(0). The final vertex set is Vert(0). For
any point x € %(0), there exists p € P(0) such that
lp — z|] < €(0)y(0). If p ¢ Vert(0), by construction,
there exists v € Vert(0) such that ||p — v|| < €(0)7(0).
Thus, ||z — v|| < 2¢(0)7(0), implying that Vert(0) is a
2¢(0)-sample. By construction, for any u,v € Vert(0),
lu — v]| = €(0)v(0). Hence, Vert(0) is a (2¢(0),e(0))-
sample. For any p € P(0) \ Vert(0), we insert p into
dormant(v), where v is the vertex nearest to p. We
set Tri(0) to be the restricted Delaunay triangulation
of Vert(0). (If ¥(0) is unknown, reconstruct a surface
from Vert(0) instead.) This completes the initialization.

LEMMA 3.1. Let P be a tight e-sample of a surface with
reach ~y. Let T be a mesh with vertex set V C P. If V
is an O(g)-sample, the mazimum circumradius in T is
at least 4ev/5 for sufficiently small €.

Proof. Assume that the maximum circumradius is at
most e7; otherwise, we are done. Let y be the point
on the surface that achieves the distance ey from P.
Consider the 3D Voronoi diagram of V. Let a be the
vertex whose Voronoi cell contains y. Because P is a
tight e-sample and V' is an O(g)-sample, ||a — y|| > ey
and |la — y|| = O(e7y). For each triangle incident to a,
we obtain an infinite planar wedge by extending the
triangle beyond the edge opposite a. Let the wedge
W induced by the triangle abc be the one closest to y.
Let z be the point in W closest to y. We consider the
case of z lying in the interior of W. The case of z lying
on the boundary of W can be handled similarly. The
acute angle between ay and W is at most Zngpe, ng
plus the angle between ay and the tangent plane at a.
By Lemma 2.1 and Corollary 2.1, this is O(e). Thus,
la —z|| > |la — y|lcos(O(e)) > 4ev/5 for sufficiently
small e. Consider the 2D Voronoi diagram of {a,b, c}
in the plane of abc. Because y projects orthogonally
onto z and y lies in the 3D Voronoi cell owned by a, z
lies in the 2D Voronoi region owned by a. Thus, the
circumcenter of abc is further from a than z, i.e., the
circumradius of abc is at least 4evy /5.

LEMMA 3.2. The global invariants hold at 0.

Proof. We showed before that Vert(0) is a (2¢(0), £(0))-
sample. Since Tri(0) is a restricted Delaunay triangu-
lation, R(0) < 2¢(0)y(0). Thus, for any u,v € Vert(0),

|lu—wv]| = €(0)y(0) > R(0)/2. By construction, the dor-
mant lists are disjoint. Moreover, for any v € Vert(0)
and for any p € dormant(v), ||p — v|| < €(0)7(0), which
is at most 5R(0)/4 by Lemma 3.1. Since Tri(0) is a
triangulated 2-manifold with maximum circumradius
O(£(0)v(0)), the function that maps a point in Tri(0) to
its nearest point in X(0) is a homeomorphism [10].

3.2 Deterioration of the mesh. We quantify the
deterioration of the mesh between two successive time
steps in Lemma 3.6. We need some technical results.

LEMMA 3.3. Let t1 < to be two successive time steps.
Assume that the global invariants hold at t1. For any
t e [tl,tg], (t — tl))\ < 2R(t1)/l€,

Proof. Follows from the definition of time steps.

LEMMA 3.4. Let t1 < to be two successive time steps.
Assume that the global invariants hold at t,. Any
edge in the surface mesh turns an angle no more than

12 ; e
arcsin —55 from t1 to ta.

Proof.  Consider an edge pq at t;. The length of
pq decreases by at most 2(ty — t1)\ < 4R(f1)/k by
Lemma 3.3. By the global invariants, the length of pg
is at least R(f1)/3 at £1. So the length of pq is at least
(1/3 — 4/k) - R(t;) within [£1,%5]. Let @ be the angle
turned by pq. The displacement of g relative to p within
[t1, 2] is at most 4R(f1)/k by Lemma 3.3. Then, sin
is at most 4R(#,)/x divided by (1/3 —4/k) - R(t1).

LEMMA 3.5. Let t1 < to be two successive time steps.
Assume that the global invariants hold at t1. For any
t € [fr, 2], e(t)v(t) > (3 — 2)R(E).

Proof. Let x be the point in (f;) whose distance
from the nearest sample point in P(#1) is e(t1)y(f1) -
Therefore, at time ¢, the distance from x to the nearest
sample point in P(t) is at least e(f1)y(f1) — 2(t —t1)\ >
e(ti)v(t) — 2R(t) > (3 — 2)R(f1) by Lemma 3.3 and
the global invariants at ¢;. By the sampling condition,
this distance is at most £(t)7(t).

LEMMA 3.6. Let t1 < to be two successive time steps.
Assume that k > 468 and the global invariants hold at
ty. The following hold for any t € [t1,1s]:

k%144
K(k—348)

(i) R(t) < R(t1);

(i) Vert(t) is a (52(t), t&(t))-sample;



(iil) 4e(t)v(t)/5 < R(t) < 12(t)y(t);
(iv) for any v € Vert(t) and for any p € dormant(v),
lp = vl < 4e()y(D).

Proof. Consider a triangle pgr at any time t € [, 2).
Let p'q'r’ denote this triangle at ;. Let ¢ denote
the shortest edge length of p’¢/r’ at #;. By the global
invariant, ¢ > R(#;)/3. Thus, the shortest edge length
of pgr is at most ¢ + 2(t — t1)A < £ + 4R(t1)/k <
(1+12/k)¢. Let ¢ denote the smallest angle of p’q'r’
at ¢;. By Lemma 3.4, the smallest angle of pgr at ¢ is
at least 0 — 2arcsin(12/(x — 12)).

Let R’ and R denote the circumradii of p’q'r’
and pqr, respectively. Observe that R’ = £

2sin 0’
14+12/K)
and R < 2sin(@’—2(arcsir((l)Q/(m—12)))' Therefore,

(1+12/k)R’ sin ¢’ .

R < so—zaemz/12) The right hand
side is maximized when # is minimized. Since
the global invariants imply that sind” > 1/6,
R < (1+12/K)R’ <

: 12 : : 12 sl
cos(2 arcsin —55 )76 sm(2 arcsin —55 ) cos(arcsm g)

SHQ/H)R/ —— . Then we simplify us-
k—12 N712)

ing the inequalities cosz > 1 — z, sinx < =z, and
arcsinz < 2z to obtain (i).

For any point z € X(¢), there exists p € P(t) such
that ||p — z|| < e(®)y(t). If p & Vert(t), p € dormant(v)
for some v € Vert(t). By the global invariant and the
maximum displacement of points, ||p—v|| < 5R(f;)/4+
4R(t1)/k. Thus, ||v —z|| < e(t)y(t) + (5/4+ 4/Kr)R(t1).
By Lemma 3.5, |[v — z|| < 7222(t)y(t) < 5e(t)v(t) for
k > 468. This proves the first half of (ii).

We prove (iii) first.  Since Vert(t) is a 5e(t)-
sample, by Lemma 3.1, R(t) > 4e(¢)v(¢)/5. By (i) and
Lemma 3.5, R(t) < %R(t}) < % . n?iﬁm .
e(t)y(t) < 12e(t)y(t) for k > 468.

By the global invariant and the maximum dis-
placement of points, the nearest neighbor distance in
Vert(t) is at least (1/3 — 4/k)R(f1). By (i) and (iii),
R(f) > “5=50R() > 55=50e()y(t). Substitut-
ing kK > 468, the nearest neighbor distance in Vert(t)
is bounded from below by &(¢)y(t)/15. This proves the
second half of (ii).

The correctness of (iv) can be proved similarly
using the global invariants, the maximum displacement
of points, and Lemma 3.5.

cos(2 arcsin )76 sin(2 arcsin

3.3 Faithful approximation. Is the mesh non-self-
intersecting? For any ¢ € [0,I], define the function
pe o Tri(t) — X(t) that maps a point in Tri(t) to its
nearest point in 3(¢). Lemma 3.7 shows that p; is a
homeomorphism, which implies that Tri(t) is non-self-
intersecting. We omit the proof which is based on the

continuity of the motion. A similar result was proved
in [4] assuming that the triangles are Delaunay. This
assumption may not hold in our case.

LEMMA 3.7. Let t1 < to be two successive time steps.
Assume that the global invariants hold at t1. For any
t € [t1,%2], pe is a homeomorphism.

Lemma 3.7 implies that the edge-angles are greater
than 7/2 at any t € [i1,f2]. We can then apply
Lemma 2.1 and Corollary 2.1 to show that the approx-
imation error at any t € [t1, %] is small.

4 Edge flips.

Define the diametric ball of a triangle abc as the smallest
ball containing a, b, and ¢ on its boundary. We call the
edge ab between two triangles abc and abd flippable if
d lies in the diametric ball of abc. (Under the setting
of this paper, if d lies in the diametric ball of abc, ¢
lies in the diametric ball of abd too [8].) Flipping ab
means that ab is flippable, and triangles abc and abd
are replaced by acd and bed. We extract the following
theorem from [8].

THEOREM 4.1. ([8]) Let V be an (e,ac)-sample of a
closed surface for some a < 1 and sufficiently small
€. Let T be a mesh with vertex set V such that the
mazimum circumradius in T is O(ey), where 7 is the
reach, and the edge-angles in T are at least m — O(e).
Then: (i) among the triangles whose diametric balls
contain a vertex v € V, there is one with a flippable
edge; (i) if abc,abd € T and ab is flippable, the
mazimum circumradius of abc and abd is greater than
the maximum circumradius of acd and bed; (i) repeated
edge flips can make the diametric balls of all triangles
empty of vertices; (i) after any sequence of edge flips,
the function that maps a point in the mesh to its nearest
point on the surface is a homeomorphism.

Theorem 4.1 implies that the surface mesh obtained
by repeated edge flips is Delaunay. The lemma below
strengthens the above result further. We omit its proof.

LEMMA 4.1. Assume the same conditions in Theo-
rem 4.1. For any v € V, (i) there are O(1) changes
in the edges incident to v in any sequence of edge flips;
(i1) we can perform O(1) edge flips in O(1) time to make
v lie outside the diametric balls of all triangles.

For any ball B and any 8 < 1, 6B denotes the
concentric ball with radius §-radius(B). The next result
bounds the circumradius of a triangle 7 if a “fraction”
of its diametric ball is empty of any sample point.



LEMMA 4.2. Let P be an e-sample of a closed surface
with reach . Let T be a mesh with vertex set V. C P
such that V is an O(g)-sample. Let B be the diametric
ball of a triangle in T. If BB is empty of points in P for
some 8 = 2/5, radius(B) < 3ey for sufficiently small €.

Proof. Let B be the diametric ball of the triangle pqr.
Let R = radius(B). Let z be the center of B. It is
known that BNY is a topological disk that lies in a thin
slab of width O(g%y) parallel to the equator of B. So
the line through z orthogonal to the plane of pgr inter-
sects 2. Let « be the intersection point closest to z. By
Lemma 2.1 and Corollary 2.1, the angle between pz and
pqr is O(g). Thus, ||z — z|| < Rtan(O(g)). For 8 > 2/5
and sufficiently small ¢, BR — Rtan(O(e)) > R/3. So
the ball B’ centered at x with radius R/3 lies inside
BB. As (B does not contain any point in P, neither
does B’. So R/3 < ey = R < 3e7.

5 Update routines.

Let t denote the current time step. We describe
and analyze the procedures REFINEVERT, INSERTION,
and DELETION. They assume certain conditions on
the input and intermediate results, which we call the
(k, i, £)-conditions for some constants k and «:

(i) the set P of sample points is an e-sample of 3(t)
and the sampling factor of P is Q(e);

(i) the vertex set V C P is a (ke, ae)-sample;
(iii) the maximum circumradius is at most 3ke~y(¢);

(iv) for any v € V and for any p € dormant(v), ||[p—v|| <
2k

5.1 REFINEVERT. When REFINEVERT is called in
MESHUPDATE, the (5, =, ¢(f))-conditions hold by
Lemma 3.6. Since REFINEVERT will also be called in
INSERTION and DELETION, we analyze REFINEVERT as-
suming that the input satisfies the (k, «, €)-conditions
for general values of k, a, and €, and that the sampling
factor is €.

REFINEVERT keeps inserting points in dormant lists
as vertices until their distances from the current vertex
set becomes less than a certain fraction of the maximum
circumradius. So the largest diametric ball of triangles
in the final mesh is empty of vertices and almost
empty of sample points, which allows us to bound the
maximum circumradius in terms of ey(t). Note that
the set of sample points do not change and neither does
the sampling factor. Only the vertex set is updated.
We maintain the (k,’,e)-conditions throughout the
execution of REFINEVERT, where o/ = min{«, 1/15}.

REFINEVERT
1. For each vertex v, set S, to be an empty list.

2. Loop

(a) Set R to be the maximum circumradius
of triangles in the current mesh.

(b) For each vertex v, scan dormant(v) to
remove the subset S, of vertices p such
that ||p —v|| > R/3.

(¢c) While some S, is non-empty, do:

i. Pick a non-empty S, and remove a
point p from it.
ii. Determine the vertex w and the
triangle abc nearest to p.
ii. If |lp — w|] < R/3, insert p to
dormant(w); else call ADD(p, abc).

(d) Flip edges to make the diametric balls of
all triangles empty of vertices.

until the maximum circumradius of triangles
in the current mesh is greater than 2R/3.

ADD(p, abc)

1. Split abc using p.

2. Flip edges to make the diametric balls of
triangles incident to p empty.

Except for step 2(c) and ADD, the rest of REFINEV-
ERT is self-explanatory and, in each iteration of the loop
in step 2, they take time linear in the number of sample
points. The maximum circumradius starts out to be at
most 3key(t). For the loop in step 2 of REFINEVERT to
iterate again, the maximum circumradius must decrease
to two-third of its value or less. By Lemma 3.1, it is at
least 4ev(t)/5 at the termination of REFINEVERT. So
there are O(1) iterations of the while-loop at step 2.

In step 2(c), using the inductive assumption of the
(k, o, e)-conditions, we can show that for any vertex v
and any p € Sy, |[p — v|| < Zey(t). So we can search
the mesh from p in O(1) time to find the nearest vertex
w. We also find the nearest triangle abc in O(1) time.

We elaborate on ADD. The splitting of abc works
as follows. Let p be the point on abc nearest to p.
We assume that p is in the interior of abc and so pp
is perpendicular to abc. The case of p lying on the
boundary of abc can be handled similarly. We connect
p to the vertices of abc to split it into three triangles.
Consider abp. If p and the circumcenter of abp lie on
opposite sides of ab and ab is flippable, then we flip ab.



If ab is flipped, this completes the splitting; otherwise,
repeat the above to acp and bep. (It is possible that
no edge of abe is flipped in the end.) Afterwards, we
move the vertex p to the position of p, which deforms
the mesh slightly. We claim that all new triangles in
the final mesh have O(1) radius-edge ratio. The proof
is omitted. By Lemma 4.1(ii), step 2 of ADD can be
done in O(1) time. ADD has the following effect.

LEMMA 5.1. If the (k,o,¢e)-conditions hold and the
distance from p to any other vertex is at least o’ey(t),
ADD(p, abc) preserves the (k, o, e)-conditions.

Proof.  The insertion of p in step 1 of ADD may
possibly violate the bound of 3ke~y(t) on the maximum
circumradius in the (k, ', ¢)-conditions. Nevertheless,
step 1 ensures that the new triangles incident to p
have O(1) radius-edge ratio. Therefore, we can apply
Lemma 4.1 for the flip sequence in step 2 of ADD.
Then, we invoke Lemma 4.2 with both P and V being
equal to the current vertex set. So the maximum
circumradius in the star of p is at most 3key(t) at the
end of ADD. If a pair of triangles not in the star of p
are flipped, since the (k,a’,¢)-conditions held before
the insertion of p, their maximum circumradii were at
most 3kevy(t) before the flip and it can only decrease
after the flip by Theorem 4.1. Other conditions are
inherited or guaranteed by assumption.

By Lemma 3.1, R is always greater than or equal to
4ev(t)/5 in REFINEVERT. So when p is inserted in step
2(c)(iii), ||[p — w|| > R/3 = 4ev(t)/15 > o/evy(t), where
o/ = min{w,1/15}. Then, the inductive maintenance
of the (k, o, ¢)-conditions follows from Lemma 5.1 and
the fact that step 2(d) can only decrease the maximum
circumradius. At the termination of REFINEVERT, step
2(d) allows us to bootstrap from the (k, o/, €)-conditions
to obtain the following stronger guarantees.

LEMMA 5.2. Assume that the (k,,€)-conditions hold
and the sampling factor is €. REFINEVERT performs
O(area(X(t))/(e7(t))?) edge flips and takes O(|P|) time,
where P is the set of sample points. A mesh T with
vertex set V. C P is returned such that: (i) V is an
(3e,d’e)-sampling of X(t), where o = min{a,1/15};
(ii) the mazimum circumradius R in T s at most
3ev(t); (iii) for any p € P\V, p € dormant(v) for
some v €V and |[p —v| < R/2.

Proof. The last execution of step 2(b) ensures that for
any vertex v and for any p € dormant(v), ||[p — v|| is at
most 1/3 of the maximum circumradius at that time.
Afterwards, the maximum circumradius may decrease
to at least 2/3 of its original value for the loop to
terminate. Therefore, (iii) is correct.

Let pqr be a triangle with maximum circumradius
at the termination of REFINEVERT. Let R be its
circumradius. Let B be the diametric ball of pgr. We
claim that %B is empty of any sample point. If there
is a sample point inside %B, it would be at distance
greater than R/2 from other vertices. Thus, this sample
point would be at distance greater than R’/3 from
other vertices at the last execution of step 2(b), where
R’ < 3R/2 was the maximum circumradius then. This
is a contradiction because this sample point would have
been inserted as a new vertex in step 2(c). By our claim
and Lemma 4.2, R < 3ev(t), which proves (ii).

The lower bound of o/ey(t) on the intervertex
distances follows from the inductive maintenance of the
(k, o, e)-conditions. For any point z € 3(t), there exists
p € P such that |[p — z|| < ey(t). If p & Vert(t),
p € dormant(w) for some w € Vert(t). By (iii), [|[p—w]|| <
R/2. Thus, if v is the nearest vertex in Vert(¢) to z, then
Jo = 2l < llp — 2l| + lp — wll < £(8) + B/2 < 3ex(2).
This shows that the vertices form a (3¢, a’¢)-sampling.

The total running time of one iteration of the loop
in step 2 is clearly O(|P|) based on our discussion of
the implementation. By the (k,o’,¢)-conditions, the
number of vertices on X(t) is O(area(X(t))/(ev(t))?)
throughout one iteration of the loop. As discussed
before, each call of ADD generates O(1) edge flips.
By Theorem 4.1, the number of edge flips in step 2(d)
is linear in the number of vertices. So REFINEVERT
performs Ofarea(X(t))/(ev(t))?) edge flips in one
iteration of the loop. How many iterations are there?
The maximum circumradius must decrease to two-third
of its value or less for the loop to iterate again. We
know that the maximum circumradius starts out to be
at most 3key(t). By Lemma 3.1, it is at least 4ev(t)/5
at the end. Therefore, there are O(logk) = O(1) it-
erations. This proves the time complexities stated.

For the call of REFINEVERT in MESHUPDATE, we
instantiate Lemma 5.2 with ¢ = ¢(f), k¥ = 5, and
a =o' =1/15. If there is no insertion or deletion at the
time step ¢, REFINEVERT already restores the global in-
variants at ¢: the working of REFINEVERT guarantees
that for any u,v € Vert(f), |[u — v|| > R(f)/3; the cor-
rectness of invariant (iv) follows from Theorem 4.1(iv);
the other invariants follow from Lemma 5.2.

5.2 INSERTION. Let R be the maximum circumradius
in the current mesh. For each new sample point p
to be inserted, we find the vertex w and the triangle
abc nearest to p. If |lp —w| < R/3, insert p into
dormant(w); otherwise, call ADD(p, abc). After inserting
the new sample points, INSERTION calls REFINEVERT
and returns.



Recall that e; is the sampling factor of the union
of P(f) and the new sample points to be inserted at
the time step t. Although the sampling factor drops
from e(f) to &; during the insertion, e(f)/e; = O(1)
by our motion model. When inserting a new sample
point p, it may be reasonable to assume that a vertex v
close to p is also given in the input. Then, it suffices
to search the mesh from v in O(1) time to find the
vertex and triangle nearest to p. If such information
is unavailable in the input, we can invoke a more
expensive search as follows. We implicitly divide R? into
a uniform grid with cell width 30R(f). By making one
of the occupied cell the “origin”, the cells can naturally
be given integer coordinates, with each coordinate in
the range [—|P(f)|,|P(f)|]. For each v € Vert(f), we
compute the coordinates i, of the grid cell occupied by
Vert(f) in O(1) time. Clearly, at most |P(f)| grid cells
are occupied. Therefore, we can radix-sort the i,’s for
all v € Vert(f) in lexicographical ordering in O(|P(f)|)
time. Then, in linear time we obtain a list £ of sets:
each set contains the vertices in the same grid cell and
L is sorted in lexicographical order of the coordinates of
the grid cells storing the sets. Similarly, we can compute
the sorted list of coordinates of the cells occupied by the
new sample points, as well as the cells adjacent to these
occupied cells. By merging this list with £, for each
new sample point p, we obtain the grid cell containing
p and its nine adjacent cells. We check all vertices in
these ten cells to find the vertex w, nearest to p. The
above takes time linear in the size of the mesh plus the
number of new sample points.

When a new sample point p is actually inserted, w,
may not be the nearest vertex as new vertices may have
been added by previous insertions. Still, we can search
the mesh from w, in O(1) time to find the vertex and
triangle nearest to p. The correctness follows from an
analysis similar to that of REFINEVERT.

LEMMA 5.3. At a time step t, INSERTION takes time
linear in |P(f)| plus the number of new sample points
inserted, and it performs O(area(X(t))/(e4y(t))?) edge
flips.  Afterwards, the properties stated in Lemma 5.2
hold with € = &, and o = &(f) /(15¢;).

5.3 DELETION. By Lemma 5.2 or Lemma 5.3 depend-
ing on whether points have been inserted, the input
to DELETION satisfies the (3, 1—15,5t)-conditions. First,
we mark the sample points to be deleted. The marked
points in dormant lists are deleted right away. We can-
not delete the marked vertices all at once. Otherwise,
the density of the vertices may become very uneven and
it is unclear how to obtain the global invariants after-
wards. Instead, DELETION proceeds in iterations.

DELETION

While there is a marked sample point, do:

1. Delete the marked points in dormant lists.

2. Call USERDELETION.

3. Call DECIMATION.

4. Call REFINEVERT.

USERDELETION

1. Set R to be the maximum circumradius.

2. While there is a marked vertex, do:

(a)
(b)

Pick a marked vertex v.

Collect two sets S7; and S of marked
vertices w such that S; = {w marked :
lv — w|]| < 2R} and So = {w marked :
2R < ||v — w|| < 4R}.

Find an unmarked vertex u at distance
4R or less from v. Find a vertex w* € S
such that dormant(w*) is non-empty.

If neither w nor w* was found, call
REMOVE(w) for each w € 57 and return.

For each w € S1 U Sz, call REMOVE(w).

) If w was found, for each w € S; U

Sz, append dormant(w) to dormant(u).
Otherwise, w* was found and we do:
i. Remove some ¢ from dormant(w*).
ii. Find the triangle abc nearest to q.
Call ADD(g, abc).
ili. Concatenate dormant(w) for all w €
S1 U Sy to form dormant(q).

DECIMATION

1. Set R to be the maximum circumradius.
Color all vertices white.

2. For each white vertex v, color all vertices w
such that ||v — w| < R/2 black.

3. While there is a black vertex, do the following:

(a)
(b)

(c)

Pick a black vertex u.

For each point p € dormant(u) U {u},
find the white vertex w nearest to p and
insert p into dormant(w).

Call REMOVE(u).




In each iteration we delete the marked points in dor-
mant lists first. Then, we call USERDELETION which
delete marked vertices until the sampling factor has
increased by a certain factor greater than 1. After
USERDELETION returns, DECIMATION is called to deci-
mate the mesh to match the increased sampling factor.
Then, REFINEVERT is called to restore the (3, %,a)—
conditions, where € is the current sampling factor. This
is repeated until no marked sample point is left.

USERDELETION and DECIMATION use a subroutine
REMOVE which works as follows. REMOVE(v) assumes
that the vertex set is a (O(g), 2(g))-sample, where ¢ is
the current sampling factor. It takes the plane H of a
triangle incident to v, project the link of v onto H, and
compute the 2D constrained Delaunay triangulation of
the projected link. Based on the sampling conditions,
we can show that this 2D triangulation has constant
size and bounded radius-edge ratio. We map the
2D triangulation to the triangulation of the link of v
in 3D. Because of the sampling condition, the angles
decrease by O(g) and so the triangulation in 3D also
has bounded radius-edge ratio. Finally, we flip edges
to make the triangles incident to vertices in the link of
v empty of vertices. Notice that there are only O(1)
vertices in the link of v. Clearly REMOVE(v) can be
implemented in O(1) time. The edge flips allow us to
show that the maximum circumradius at the completion
of REMOVE(v) is at most 3kevy(t), if the vertex set is a
ke-sample for some k > 1.

Let € be the sampling factor at the beginning of
USERDELETION. Both USERDELETION and DECIMA-
TION require and preserve the (k1,q, kae)-conditions
for some constants ki, a and ko throughout their
execution. The sampling factor & at the end of
DECIMATION lies between ¢ and kse. So we can
rewrite the (k1, «, kae)-conditions as the (%, o ,e)-
conditions. Then, by Lemma 5.2, REFINEVERT restores
the (3,4, &’)-conditions and so the next iteration in
DELETION works correctly.

If neither w nor w* is found in USERDELETION,
there is no sample point within a distance of 2R from
v. Then, we can show that the sampling factor has
gone up by a factor greater than 1, and so USERDELE-
TION returns. In DECIMATION, the current maximum
circumradius R reflects the increased sampling factor.
DECIMATION clearly enforces that the intervertex dis-
tance is at least R/2 at the end.

In DELETION, since the sampling factor increases
by a constant factor greater than 1 from one iteration
to the next, there are O(log(e(f)/e;)) = O(1) iterations.
Each iteration takes time linear in the number of sample
points and performs O(area(3(t))/(e:7(t))?) edge flips.
Using Theorem 4.1(iv), one can show that u; is a

homeomorphism between Tri(£) and (t). The last call
of DECIMATION ensures that any two vertices are at
distance R/2 or more. By Lemma 5.2, the last call of
REFINEVERT guarantees that the other conditions in
the global invariants hold at ¢.

LEMMA 5.4. At a time step t, DELETION takes time
linear in |P(f)| plus the number of new sample points
inserted, and does O(area(X(t))/(e1y(t))?) flips. The

global invariants hold afterwards.

Our first main result, Theorem 2.1, follows from
Lemmas 3.6, 5.2, 5.3, 5.4, and 3.7.

6 Examples.

We describe examples for which no algorithm can per-
form asymptotically fewer changes to the mesh than our
algorithm (Theorem 2.2). We ignore the initialization.
Let A denote any other algorithm. The surface is a
sphere with radius 7 in our first example. Our algo-
rithm and A are given the same set of sample points. To
approximate the sphere well, A must maintain a mesh
whose vertex set is an e-sample for some ¢ < 1. Consider
the time step 0. Let 7" be the mesh maintained by A at
time 0. The size of T is (1/£2?). A constant fraction
of the triangles in T have O(1) neighboring triangles.
This allows us to find a set S of (1/e?) triangles in T
so that no two share a vertex. Take a triangle abc € S.
We design the motion such that: (i) a first moves on the
sphere to a point close to the midpoint of be; (ii) a then
moves slightly away from the sphere center; and (iii) a
reverses the motion to return to its original position.
Let the speed of a be A = #v throughout. The motion
of a can be accomplished in time O(ey/)\) = O(e/6). A
must destroy abc before (iii); otherwise, (ii) will make
abc nearly perpendicular to the sphere, which makes it
impossible for ngp. to approximate any surface normal
nearby. Hence, A must destroy all of the triangles in S
within a time interval I' = [0, O(g/0)]. This amounts to
Q(1/€?) changes to the mesh within T.

Take any time step ¢ > 0 scheduled by our algorithm
that falls inside . Our algorithm makes O(1/c2)
changes to our mesh at ¢, which is within a constant
factor of Q(1/¢%). By Lemma 3.1, the gap between ¢
and the next time step is Q(R(£)/\) = Q(e(f)y/A\) =
Q(e(#)/6), which is a constant fraction of I'. The same
holds for any other time step scheduled by our algorithm
that falls inside T'. So our algorithm schedules only O(1)
time steps in I'. We charge the edge flips performed at
these time steps to the mesh changes performed by A
within I'. We take the next time step ¢’ of our algorithm
not covered by I'. This induces another time interval T
containing ¢’ in which A must destroy Q(1/£2) triangles.
IV is disjoint from I' because the motion progresses



forward in time. So we can repeat the analysis above.
In all, A does not perform asymptotically fewer changes
to the mesh than our algorithm in the entire simulation.
What if we had called MESHUPDATE at every time
unit instead? We would have O(1/6) updates within
each of the intervals I', IV, etc. Recall that 6 controls
the speed of points and it can be very small. When
0 is very small, the problem should be easier because
the sample points move less. However, if we had
called MESHUPDATE at every time unit, we could have
performed a factor of O(1/6) more changes to the mesh
than A, which is arbitrarily large as 6 approaches zero.
We can generalize the above construction to work
for an arbitrary surface, if we further require A to keep
the longest edge length at most ¢ times the reach for
some constant € < 1. In this case, the size of the mesh
maintained by A is Q(A/(7)?), where A is the surface
area. The rest of the argument is the same as before.
Because the sample points can be arbitrarily dense
in some local regions, the mesh size may be much less
than the number of sample points. Thus, our examples
do not say anything on whether our running time is
small or large. It seems unlikely that one can avoid
looking at all the sample points regularly though.

7 Discussion.

In our model, insertions of sample points are only
allowed during updates at time steps scheduled by our
algorithm. It is because we can only afford to run
REFINEVERT at the time steps in order to prove that
our algorithm makes asymptotically the fewest changes
to the mesh. Suppose that we call INSERTION but not
REFINEVERT in the end to handle insertions between
two successive time steps. The sampling factor may be
reduced by a large constant factor, which will invalidate
the lower bound on €(t)(t) in Lemma 3.5 and hence the
rest of the analysis. If there is a known constant upper
bound on the decrease in the sampling factor caused
by insertions between two successive time steps, we can
factor this constant upper bound into the analysis.

Stronger conditions are needed for deletions. In
addition to a known constant upper bound on the
increase in the sampling factor caused by deletions, we
need to assume that deletions between two successive
time steps do not make the density of mesh vertices
highly uneven. Under this assumption, we can delete
the vertices specified by the user all at once.

Given these assumptions, the number of changes to
the mesh made by us is asymptotically no more than
the number of insertions and deletions plus the number
of changes to the mesh made by any other algorithm.

Some open questions ensue with this research. Can
the sampling density condition be relaxed to be sensi-

tive to the local feature size instead of the reach? Can
insertions and deletions be allowed at any time without
extra assumptions while making asymptotically mini-
mum changes to the mesh? How can changes in the
surface topology be accommodated?
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